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Computer modeling combined with non-invasive measurement modalities may provide a means to advanced
diagnosis and treatment of cardiovascular diseases; however, development and validation of novel methods
is often impeded by the challenge of gathering relevant clinical data. We present an experimental rig and
phantom model of the left common carotid artery developed to generate data necessary for the validation of
a computational model of the artery. The flow rates and pressures at the inlet and outlet, and deformation of
the phantom were measured simultaneously with optical and ultrasound systems. A statistical analysis of the

precision and reproducibility of the measurements found experiment-to-experiment variations were less than
3.1 mmHg, 0.023 L/min, and 0.012 mm for pressure, flow and displacement respectively. The mean difference
between ultrasound measured displacement and camera measured displacement was 0.0113 mm.

1. Introduction

Every 40 s someone suffers a stroke in the United States, typi-
cally without a specific warning, and every 3.5 min a stroke leads
to death [1]. Cardiovascular diseases, including strokes, are the lead-
ing cause of death and often substantially impair quality of life, and
with current trends in aging and disease the total burden of these
diseases is expected to grow substantially [2,3]. Many cardiovascular
diseases present symptoms only after the disease has progressed well
beyond its initial pathology. The increased burden of cardiovascular
disease in the population, the difficulty of early diagnosis, and the
complexity of the regulation and function of the cardiovascular sys-
tem call for improved methods to assess the cardiovascular system
without substantial increase in clinical burden. Research efforts have
improved understanding of many aspects of cardiovascular physiology
and disease progression. Based on this understanding properties of the
cardiovascular system like arterial stiffness have been established as
predictors of cardiovascular risk [3], but routine assessment and moni-
toring of detailed properties of the cardiovascular system is impeded by
the limited opportunity of collecting direct measurement of tissues and
physical state in the arteries of healthy and diseased individuals. This
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in turn limits diagnosis of disease and monitoring of treatment effects.
Various imaging modalities and non-invasive sensors for pressure and
flow have been highly effective in clinical applications, but validation
of their performance when used to indirectly estimate properties such
as arterial stiffness requires direct measurements through highly inva-
sive and possibly destructive procedures. Laboratory phantoms provide
a useful means of replicating non-invasive methods in a context where
direct corroboration of results is straightforward [4-8].

A number of methods have been developed for quantification of
large artery stiffness, and most focus on estimating the Pulse Wave Ve-
locity (PWV). These include highly invasive (pressure catheters), non-
invasive (carotid-femoral tonometry) and indirect (single cuff) meth-
ods. While inexpensive and commonplace, PWV methods are best
suited for estimating arterial stiffness in larger vessels (most often
aorta) over a region [9]. Particularly, the current “gold standard” in
regional PWV-based measurements is the carotid-femoral technique,
but it has limited diagnostic power due to lack of indication of local
variations in stiffness along the arterial tree and a somewhat arbitrary
definition of the carotid-femoral distance [10]. The importance of local
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measurement is further highlighted by the fact that early stages of
atherosclerotic diseases (associated with arterial stiffness) only affect
elastic properties of arteries locally and may be missed by a regional
approach [11]. Even though there are novel approaches developed for
estimating local stiffness (e.g. Shear Wave Elastography or loop-based
methods [9]), there is not yet an agreed upon ‘gold standard’.

We propose a method for estimating arterial stiffness that is not
based on PWV, but rather is based solely on the displacements of
the artery itself. Development, validation, and implementation of such
method require access to data. Laboratory phantoms serve as a low risk
and economical environment for this task. In this article we present
an experimental set-up that was designed to test whether the proposed
approach is feasible and to generate data that will further serve the
development of the displacement-based method. To better reflect the
target clinical application, physiological flow conditions of the human
common carotid artery were reproduced [12] and many modifications
to the experimental set-up, common in the literature, were imple-
mented (e.g. hydraulic capacitor to mimic the ‘cushioning’ role of the
aorta) [13,14]. The focal point of the rig is the carotid arterial phantom,
which undergoes periodic displacements that are subsequently cap-
tured by both optical cameras and an ultrasound system. We performed
a series of experiments using this testing rig with the aim of accurately
capturing the displacements of the carotid phantom.

Short measurement times, ease of operation and affordability have
lead to frequent use of ultrasound for PWV-based assessment of arterial
stiffness [15], however, few studies report on direct measurement of
displacements with ultrasound systems, and even fewer quantify the
accuracy or benchmark against more established methods for mea-
suring displacements [16]. To address this issue, high-speed cameras
were chosen for comparison with the ultrasound system due to their
prevalence in literature and relatively low bias [17].

This article begins with an overview of the experimental rig and
describes briefly the equipment used, the sampling rate and the Data
Acquisition procedure for both the rig and the ultrasound system.
Performed measurements resulted in flow, pressure, camera, and ultra-
sound data that were first processed using scripts developed in-house
and subsequently subjected to statistical analysis. The purpose of the
analysis was to assess the repeatability of performed experiments and to
comment on the similarity (or lack thereof) between the displacements
registered using ultrasound and digital cameras. With this information,
we were able to comment on the use of ultrasound for capturing
the displacements of artery phantoms, which is a crucial first step in
the development of the non-invasive technique for displacement-based
estimation of local arterial stiffness of actual humans [18].

2. Experimental facility

The experimental test rig is presented schematically in Fig. 1, and
a photograph of the real configuration is shown in Fig. 2. The experi-
mental rig was designed to simulate the behavior of the Left Common
Carotid Artery (LCCA) and to allow direct monitoring the deformation
of a distensible pipe exposed to the simulated cardiac pressure and flow
cycle. The volumetric flow rate was held around 0.5 1/min to simulate
physiological conditions in the LCCA of an adult male [19]. To collect
a wide range of data while working with limited resources, measure-
ments were carried out over a series of four systole/diastole pressure
ratios (A) 110/70 mmHg, (B) 120/80 mmHg, (C) 135/95 mmHg and
(D) 140/100 mmHg. These four ratios were chosen as they cover a wide
range of physiological values and scenarios. They can be classified as:
A - optimal, B - normal, C - high normal and D - Grade 1 hyperten-
sion [12] To generate the required the flow rate, a Harvard Apparatus
Pulsatile Blood Pump dedicated for large animals was used [20] as
this pump closely simulates the ventricular action of the heart. For all
measurements performed, the stroke volume was set to 15 ml, stroke
rate to 60 r.p.m., and the systole/diastole flow ratio to 35%:65%.
The working fluid was water, and the flow rate was measured by
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an Endress+ Hauser Dosimag electromagnetic flow meter [21] and
controlled manually. Eight pressure transducers (Harvard Apparatus
Blood Pressure Transducers APT300) together with Compact Trans-
ducer Amplifiers (Harvard Apparatus) were installed to measure the
pressure at several points proximal and distal to the phantom.

To confirm that the displacement of the tube could be reconstructed
from the images of the tube’s deformation, the change in external diam-
eter was determined using two high-speed cameras: a Phantom MIRO
C110 and a Phantom VEO 710 [22]. The Phantom MIRO C110 recorded
1000 frames per second (FPS) of resolution 1280 x 900, which covered
22% of the entire tube. This was achieved by using the irix lens [23]
(150 mm /2.8 Macro 1:1) together with a 20 mm extension tube. The
second camera, a Phantom VEO 710 was equipped with a NIKKOR
200 mm F/4.0 MACRO lens with the additional 68 mm extension tube,
and recorded 1000 FPS of resolution 1280 x 800 covering 30% of the
tube. The cameras were mounted perpendicularly to one another to
capture the tube deformations in two orthogonal directions (see Fig. 2).
Finally, two backlights were installed to eliminate background features
and sharpen the edges in the images from each camera.

2.1. Ultrasound measurement system

For simultaneous measurement of displacement with ultrasound,
only the VEO (side) camera and ultrasound probe were used. The
probe and camera were mounted perpendicularly to each other to
acquire the same region of the LCCA phantom in both the ultrasound
images and the camera and to ensure comparable deformations were
recorded. A GE Healthcare Ultrasound Vivid S70N machine with an
ML6-15 linear probe was used for recording. The Cardiac preset was
used with a modification to allow the ECG signal channel to be used
for synchronization. The penetration depth was set to 1.5 cm, and pixel
resolution was 0.025 mm per pixel. Image series were recorded over
30-45 s with an acquisition frequency of 59.9 FPS. The LCCA phantom
images were captured in the longitudinal plane. For better repeatability
the ultrasound probe was fixed during recording using a clamp. During
all experiments, the US system imaged the same part of the LCCA
phantom.

Ultrasound image time series were recorded simultaneously with
high-speed imaging and flow and pressure measurements. For time
synchronization of data (flow, pressure, high-speed imaging, and US
imaging) an in-house LabVIEW application was used to initiate data
collection and to trigger the signal generator (RIGOL) which was con-
nected to the ECG signal input in the US machine (see Fig. 3). The
ultrasound system thus recorded the synchronization signal simultane-
ously with the ultrasound images such that they could be aligned with
the other data in post processing. The same pseudo-ECG signal initiated
the measurement process of the remaining devices.

2.2. Measurement procedure

The data collection from the experimental rig was controlled by an
in-house application written in LabVIEW (National Instruments Corp.,
USA). This custom application enabled simultaneous acquisition of
numerical pressure and flow data from measurement devices. These
were collected every 10 ms (100 Hz), while image data was collected
every 1 ms (1000 Hz). The high frequency camera recordings en-
able precise, smooth tracking of the deformation process. To achieve
synchronous recording of pressure and flow values every 10 ms, the
field programmable gate array (FPGA) implemented in the cRIO 9074
controller was used to read the values from the 8 pressure sensors and 2
flow meters. After the data are read by the FPGA, each of the measured
quantities is sent as a vector to the real-time (RT) loop through direct
memory access (DMA FIFO). The RT loop collects all vectors as a matrix
and every 500 ms sends a matrix from RT to the host (local PC) where
the data is saved to a file. (See inset of Fig. 3 for an overview of the
data flow).
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Fig. 1. Scheme of the entire testing rig. EH is the Endress Hauser electromagnetic flow meter, side view and detailed schematic of the distensible tube with locations of the

pressure gauges P. Units which are suppressed from the scheme are in millimeters.

The calibration for the Dosimag flowmeters was carried out by the
hardware suppliers, and verified by connecting the electromagnetic
Dosimage flowmeters in series with a turbine flowmeter (KOBOLD)
[24]. Then different volumetric flow rates were imposed in the test line,
and the measurements from the flowmeters were compared to verify
that all flowmeters produced concurrent measurements over a range
of flow rates. The calibration of pressure transducers and Compact
Transducer Amplifiers (CTAs) was achieved by isolating the region of
the rig where the transducers were located into a closed loop to which
a column of liquid was connected. Two calibration points were selected
according to the manufacturer’s manual [25]; 0 mmHg gauge pressure

(corresponding to 0 V signal from transducers) and 100 mmHg gauge
pressure (corresponding to 1 V, giving 100 mmHg/1 V ratio). The
pressure was controlled by the height of a liquid column. At 0 mmHg
and 100 mmHg the low and high values of the CTAs were adjusted to
correctly capture the applied pressure.

To ensure synchronization of the recorded images with pressure
and flow waveforms, a dedicated procedure was programmed into the
control application. Once the flow and pressure were calibrated to the
desired level, data recording was initiated manually, and the control
system triggered the cameras to begin recording at detection of the
first subsequent decreasing trend in volumetric flow. Both cameras then
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Fig. 2. Configuration of the test rig with devices used for data acquisition with arrows indicating various elements of the set-up. A - periodic pump, B - flowmeter, C - backlight,
D - arterial phantom, E - top camera (MIRO), F - reservoir tank, G - pressure transducers, H - side camera (VEO).
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Fig. 3. The initiation and synchronization of data acquisition across transducers, cameras and the ultrasound system is illustrated schematically. First, once conditions are stabilized
a manual trigger is sent (red vertical line) after which the signal from the flowmeter is monitored. When the decreasing trend in flow is detected (black vertical line) data collection
begins, and a synchronization signal is generated and sent to the ultrasound system. The inset with dashed lines illustrates the programming of the FPGA to read pressure and
flow data every 10 ms. These values are received by an RT loop in the controller and stored in memory, and subsequently the values are read from this memory to the host PC

where they are collected in a data file.

recorded images for 5 s. This allowed recording a few pump cycles
yielding around 5000 images for both cameras (see Fig. 3).

2.3. Processing of data into cycles

The data from both pressure transducers and flow meters were first
processed to remove external noise with a Hampel filter, as it is in
general robust towards outliers [26]. After this initial pre-processing,
the data were split into individual cycles in order to average each

point of the cardiac cycle over time. This was achieved by employing
a simple minima-seeking algorithm to identify the start point of each
cycle. Starting from the beginning of the data the algorithm would seek
out minima by moving through the pressure and displacement data
with a fixed step, t,,,, and then looking for the minimum in a fixed
window, (ty,, — w, ty,, + w), where w was a constant determining
window width and 7., is the expected cycle length. This algorithm
was quite robust for pressure and displacement data (the determination
of displacement data is described in Section 3), since their end-cycle

step
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Fig. 4. Time- and measurement-averaged representative flow curves for both flow meters with 95% confidence intervals (top left figure) along with zoomed-in regions, each

indicated by a number corresponding to the region in the overall plot.

minima were clearly isolated, it was insufficient for the flow data that
exhibited many low amplitude oscillations at the end of each cycle.
These impeded automatic determination of the minima corresponding
to the end of the cycle. Since pressure and flow data were collected
with the same frequency and were expected to have the same duration,
power spectrum density [27] of the pressure data was computed to
identify the dominant frequency corresponding to the cycle length.
This frequency was then used to determine 7,,, and the width of the
window was reduced to avoid splitting cycles due to noise or flow
oscillations near the cycle’s end.

The experimental procedure was repeated 7 times for each of the
four systole/diastole pressure ratios, and a simple statistical procedure
was carried out to characterize the variability of the pressure and flow
waveforms. Figs. 4 and 5 show the across-time and across-measurement
averaged waveforms for both pressure and flow data respectively. In
both figures a 95% confidence interval [28] was computed by

2
H e)_‘it(t/Z,n—IS_ (1)
N
where y is the population mean (true value) for pressure (or flow)
values, x is the (sample) data mean first calculated across measure-
ment series and then within each averaged measurement, S? is the
(sample) data variance, 1, ,_; is the critical value for a two-sided con-
fidence interval based on Student’s t-distribution and » is the amount
of cycles within a measurement. The resulting confidence intervals for
the average waveforms suggest that both pressures and flows were
repeatable.

3. Optical camera processing

To determine displacements from the recorded images, an au-
tomatic processing algorithm was implemented in Python 3.9 with
openCV [29], NumPy [30], SciPy [31] and Pandas [32]. The process
is summarized graphically in Fig. 6 where the left branch shows the
process for obtaining the diameter of the phantom from a recorded
image, and the right branch illustrates how pixel dimensions of each
camera were determined.

The raw images from both cameras only record pixel information,
thus to extract distances and displacements in millimeters, the linear
dimensions of the pixel were determined for both cameras. As both
cameras have isotropic pixel dimensions, it is sufficient to determine
the dimensions along a single axis. A calibration procedure was carried
out at the beginning of each measurement. First, a linear scale suited
for microscopy (for high precision) was placed in the same position
that the phantom would occupy, and each camera recorded an image
of this scale. The images of the scale were filtered to detect edges (see
the right branch of Fig. 6). This resulted in a filtered image with a strip
of points located on each vertical edge corresponding to the edges of the
divisions of the linear scale. The thickness of a single vertical division
of the scale is defined by the two edge points X; .r; and X; ., which
are averaged to obtain the center X; = (Xirign—Xi1er)/2 (red dots in the
right branch of Fig. 6). The length, /,,,,, (in millimeters) between the
left-most and right-most lines was determined by the division of the
microscopic scale (0.5 mm) and the number of division lines captured
in the image. The length in pixels, /., covered by the linear scale
was calculated as the difference between the average pixel coordinates
of the left-most division line and the average coordinates of the right-
most division life. The linear dimension of the pixel was then obtained
by dividing the calculated length, /,.,,, by the distance in pixels. Across
all experiments and cases, the median scale fo the MIRO camera was
112.51 (interquartile range 0.19) pixels/mm while for VEO the median
scale was 76.75 (interquartile range 0.39) pixels/mm. To verify the
calibration procedure, the linear dimensions were also determined with
ImageJ (LOCI, University of Wisconsin, [33]) for several test cases and
identical results were found.

Displacements were then determined from each image of the phan-
tom recorded during each measurement. The first step was blurring
of the image, followed by applying a Canny detection filter (see left
branch of 6) with high and low thresholds of 100 and 200 to produce
an image with pixel values of 0 everywhere except at the edges of
the tube [34]. The distance between the edges was determined by
traversing the image vertically at a given horizontal position, X, and
storing (X, Y) coordinates of nonzero pixels (red dot in the left branch
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Fig. 5. Time- and measurement-averaged representative pressure curves for all 8 transducers with a 95% confidence interval (top left) along with zoomed-in regions, each indicated

by a number corresponding to the region in the overall plot.

of Fig. 6). For a given horizontal position X, there were two points,
(X,,Y)) and (X;,Y,), corresponding to opposite vertical position on
the tube (Y; and Y,) at some fixed horizontal position (X;). Next,
the diameter in pixels, d, was calculated as the difference between
these two Y coordinates. This process was repeated in the horizontal
direction (positive X direction) and for each image yielding diameters
at each horizontal location for each time, d(X,t). Then a spatial average
was computed d(t) = % > x d(X,1). Finally, as the main quantity of
interest is the displacement, the difference d,(t) = d(f) — dgugole 1S
computed and analyzed in the remainder of the work. The diastolic
diameter, dg;, . Was defined as the minimum d(r) determined over the
entire recording.

4. Ultrasound image processing

As the ultrasound system captures images with different character-
istics than the optical cameras, a different workflow was employed to
process the images from the ultrasound recordings. First, a rectangular
region of interest is manually set on the first image in the series such
that subsequent analysis of the individual frames is faster, more robust
and fully automatic. This process is illustrated in Fig. 7. Due to different
gain values for different image series, the image’s grayscale values were
first normalized (Fig. 7a). Next, the contrast between the wall and
lumen of the artery phantom was enhanced by using a morphological
operation (Fig. 7b). In the following step, the image was binarized by
the Otsu method [35] (Fig. 7c). After this step, the image contains
several regions. The largest region indicates the region occupied by the
phantom lumen in the original image (Fig. 7d).

The diameter of the phantom was determined from the orthogonal
distance between the two boundaries of the lumen mask. As the angle
of the phantom relative to the probe varied between ultrasound scans,
this angle was determined in order to calculate the cross-sectional
diameter. Starting from the phantom lumen mask, the boundaries of

the vessel lumen were identified using the Sobel filter [36] (Fig. 7e).
Based on these boundaries, the angle of the upper and bottom edges
was determined using the Hough transform [37] (Fig. 7f - green lines).
Finally, the phantom’s primary angle was defined as the average of
the angles of the upper and lower edges of the phantom, which are in
general not parallel, and the phantom diameter was computed as the
length of the cross-section perpendicular to the phantom’s primary an-
gle. For subpixel detection of differences between diastole and systole
of the phantom, the phantom’s diameter at each perpendicular cross-
section was computed and a spatially averaged value tabulated as an
estimate of the phantom diameter. For visualization, the LCCA phantom
lumen mask was rotated so that the primary angle is parallel to the
horizontal axis of the image (Fig. 7g). A representative time series of
the phantom’s diameter over several cycles is shown in Fig. 8.

5. Mixed effects modeling of waveform data

The experimental procedure was repeated for various experimental
specimens and conditions, and data was collected for many cycles in
a given experiment. Consequently, the measured data may vary due
to factors beyond equipment noise or sensor error. Cycle-to-cycle and
experiment-to-experiment variations could be attributed to various un-
controllable factors during experimental set-up such as material fatigue,
varied filling of the reservoir or aquarium with artificial artery, etc. To
asses the impact of the aforementioned effects, a statistical analysis of
the experimental data was conducted. We analyzed the variability of
the data between cycles and experiments with a linear mixed modeling
approach to partition the variability of the data into components due to
residual error, cycle-to-cycle variations and experiment-to-experiment
variations. This decomposition is illustrated conceptually in Fig. 9.
Pressure, flow or displacement cycles observed in a given configuration
are assumed to have essentially identical shapes but may vary up or
down from the mean pressure level. Cycles within a given experiment
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will tend to be shifted similarly on average, but individual cycles will
vary around this shifted mean cycle. Finally, at an arbitrary time point,
noise and sensor error result in residual variations in the measured
data.

To evaluate the statistical significance of experiment-to-experiment
and cycle-to-cycle variation, a series of models with varying complexity
were compared. The analyses were conducted using the R programming
language (R 4.2.0) and the lme4 package (version 1.1.30) [38]. To
simplify the presentation we focus on a single pressure transducer,
but the same approach was applied for all pressure transducers, flow
meters and cameras. Let p;; denote the measured value of pressure
at position i in the kth cycle from the jth experiment. The residuals
€;j are assumed to be independently, identically normally distributed
with zero mean and standard deviation o,. First, an ordinary linear
regression model (Null) is fit to the data

Pijk = Hi t €jk @

where y; is the mean value of pressure at position i of the cycle. The
first mixed effects model (Exp. Effect) is

Pijk = Hi 7, + € 3)
which introduces the shift z; for experiment ;. Finally, the nested cycle
effect model

Pijk = Hi + T+ ay + € 4)

additionally introduces the shift «;;, for cycle k of experiment j. Note
that 7; and «,;, are assumed to be independently, identically normally
distributed with standard deviations o,,, and o, respectively.
Likelihood-ratios [39] and information criteria [40] were used to
assess if the variance in the data actually could be better attributed

Table 1

Reported values of model performance metrics (AIC, BIC) and likelihood-ratio tests.
The bottom row of Table 1 shows the value in comparison to the previous model. The
likelihood-ratio tests were in favor of existence of grouping effects, giving p,,.. =
0. Further, information criteria (Akaike Information Criterion, AIC, and Bayesian
Information Criterion, BIC [40]) also indicate the superiority of (4).

Test\Model Null model Exp effect Nested cycle effect
AIC 277 245.8 278164.1 253098.6

BIC 257 486.4 258414 254035.7

LRT X p <0.001 p < 0.001

to grouping effects than residual variation (Table 1). Both assessments
show that (4) better fits and explains the data than (2) or (3), and we
consequently focus on the results for (4) in the following analysis.

To characterize the reproducibility of the shape of each sensor’s
waveform, a 95% confidence interval (CI) for y; was computed, while
a 95% prediction interval (PI) for the mean of a new cycle, u; + ay;),
was computed to characterize the stability of the waveform level within
a given experiment [28]. The CIs were obtained using the reported
standard errors of the estimated fixed effects obtained from the model
fit and using the formula [41]:

a; + z1-g V/SE(4;) )

for the CI of the mean cycle and

A 210 [SEG) + Gy )

for the PI for a new cycle mean. SE denotes the standard error of an esti-
mated parameter, and zg is the 100x(1— %)"' quantile of the Standard
Normal Distribution (here a = 2.5 to get 95% confidence [28]).
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Fig. 10. Asymptotic prediction and confidence intervals for the models fitted to pressure, flow and displacement data in Case B. The left panels show the full waveform. The
regions marked by dashed circles in the left panels are shown at a higher zoom in the right panels.

The maximum CI and PI widths, and the estimates 6,,,, 6., and
6,.5iq4 are reported for all equipment and cases in Table 2. The CI and
PI for the full waveforms are shown in Fig. 10 for pressure transducer
pl, the inlet flowmeter, and the VEO camera in case B. The widths
are 0.942 mmHg and 1.476 mmHg for CI and PI respectively, while
the estimated standard deviations are 0.623 mmHg, 0.282 mmHg
and 1.026 mmHg for experiment, cycle and residual variation respec-
tively. The values for the flow waveform were 2.08E-03, 2.61E-03,
9.59E-04, 3.87E—04 and 6.77E—03 L/min, and for the VEO camera
6.10E-03, 6.22E-03, 2.10E-03, 3.05E-04, 4.81E—03 mm. The mag-
nitudes are similar across the transducers and cases with the exception
of case C for which for nearly all sensors have the highest &,,,. The
flow meters have higher values in case C compared to cases A and B,
while 6,,, is highest for case D.

In general the widths of both PIs and Cls are narrow and confirm
that the experimental procedure is reproducible and consistent. The
residual variation tends to be larger than the experiment-to-experiment
or cycle-to-cycle variation and suggests that high frequency noise
sources are more significant than systematic variations between experi-
ments; however, even the estimated standard deviations corresponding
to these noise sources are very low compared to the mean values. While
the experiment-to-experiment variation is larger in Case C compared to
other estimates, some variability is to be expected in estimates of o,
as there are only 7 experiments in each case.

The residuals of the fitted statistical model were analyzed to identify
if the assumptions of independence and normality are violated. The
observed residuals are defined as the difference between the predicted
and measured values given in terms of (4) as

exp

€ijk = Pijk — i — & — &) (7)

A Quantile-Quantile (QQ) plot [28], distribution fits [42], and
a residuals-vs-cycle-time plot were used to assess the normality and
independence of residuals [43]. In the QQ-plot (Fig. 11 right) the
tails of the curve stray from the Standard Normal quantiles indicating
a non-normal distribution of residuals. Moreover, the fitted normal
distribution has a broader peak and smaller tails compared with the
estimated residuals (Fig. 11 left). A mixture of two normal distributions
(N,(0.027,0.733) and N,(—0.112,1.778)) [44] seems to fit the residuals
well, and the plot of residuals vs cycle time (Fig. 12) reveals that the
first half of the cycle tends to have more widely distributed residuals
than the second half which is consistent with such a distribution. As the
residuals seem to be distributed symmetrically, the statistical inferences
based on the linear mixed effects model are likely unaffected [45].

To corroborate the interpretation of the residuals, ¢, as sensor
error, the distribution of the residuals was compared across equipment
and cases. It is expected that the same type of sensors will produce
similar distributions of residuals. The results are shown in a form of a
probability density plot Fig. 13 match this expectation as the residuals
are mostly clustered around 0 and their shape is consistent across cases.

An example of simultaneous displacement values from both cameras
are presented in Fig. 14 with the uncertainties estimated by the mixed
model analysis. Displacement values from both cameras are generally
close to each other and mostly lie either within the range corresponding
to the calculated uncertainties, which demonstrates that the results are
very similar across cameras and that the phantom deforms similarly
along its principal axes.

6. Ultrasound image measurements results

To assess the performance of the US system two procedures were
conducted. First, the resolution, accuracy, and precision of the US
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Table 2
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Summary of estimated cycle, experimental and residual standard deviations, along with maximum width of prediction and confidence intervals (for all cases).

Equipment Case A: 110/70 Case B: 120/80
CI max width PI max width Goxp [ B resid CI max width PI max width Goxp ey G resia
pl, mmHg 0.622 1.530 0.409 0.349 0.953 0.942 1.476 0.623 0.282 1.026
p2, mmHg 0.625 1.514 0.411 0.344 0.962 0.893 1.423 0.587 0.275 1.145
p3, mmHg 0.643 1.515 0.421 0.342 1.089 0.964 1.469 0.635 0.275 1.163
p4, mmHg 0.649 1.511 0.424 0.340 1.108 1.011 1.502 0.667 0.276 1.155
p5, mmHg 0.652 1.528 0.430 0.345 0.860 0.984 1.500 0.652 0.281 0.951
p6, mmHg 0.671 1.546 0.442 0.347 0.912 1.014 1.526 0.672 0.283 0.937
p7, mmHg 0.658 1.527 0.433 0.344 0.938 0.971 1.493 0.643 0.281 0.970
p8, mmHg 0.648 1.520 0.426 0.343 1.007 0.940 1.472 0.621 0.281 1.008
EH1, L/min 1.817E-03 1.836E-03 7.109E-04 5.322E-04 1.147E-02 2.079E-03 2.609E-03 9.591E-04 3.874E-04 6.774E-03
EH2, L/min 1.854E-03 1.873E-03 8.109E-04 1.144E-09 1.010E-02 2.079E-03 2.609E-03 9.591E-04 3.874E-04 6.774E-03
MIRO, mm 2.421E-02 2.448E-02 5.608E—-03 9.247E-04 2.596E-02 5.113E-03 5.316E-03 1.497E-03 3.682E-04 5.305E-03
VEO, mm 1.631E-02 1.660E—02 5.641E-03 7.844E-04 1.829E-02 6.098E—-03 6.217E-03 2.975E-03 3.048E-04 4.812E-03
Equipment Case C: 130/90 Case D: 140/100
CI max width PI max width Gexp Gy 8 resia CI max width PI max width Goxp Geye 8 yresia
pl, mmHg 4.577 4.826 3.056 0.346 1.373 0.497 1.557 0.343 0.369 1.056
p2, mmHg 4.562 4.810 3.046 0.345 1.443 0.481 1.557 0.335 0.370 0.889
p3, mmHg 4.583 4.828 3.060 0.342 1.506 0.471 1.556 0.327 0.370 0.943
p4, mmHg 4.581 4.825 3.058 0.342 1.493 0.475 1.534 0.326 0.364 1.137
pS, mmHg 4.569 4.822 3.051 0.349 1.301 0.459 1.518 0.316 0.361 1.042
p6, mmHg 4.593 4.846 3.067 0.351 1.290 0.471 1.542 0.326 0.367 1.018
p7, mmHg 4.579 4.832 3.057 0.349 1.303 0.471 1.543 0.325 0.367 0.999
p8, mmHg 4.566 4.816 3.049 0.347 1.305 0.493 1.550 0.341 0.367 1.031
EH1, L/min 1.178E-02 1.190E-02 7.089E-03 0.000E+00 1.356E-02 3.196E-02 3.228E-02 2.123E-02 2.309E-03 2.053E-02
EH2, L/min 1.176E-02 1.188E-02 7.152E-03 0.000E+00 1.061E-02 3.655E-02 3.825E-02 2.255E-02 2.502E-03 1.564E-02
MIRO, mm 2.448E—-02 2.508E-02 1.220E-02 1.377E-03 2.012E-02 1.119E-02 1.165E-02 2.064E-03 8.210E-04 1.409E-02
VEO, mm 2.123E-02 2.194E-02 1.059E-02 1.399E-03 1.777E-02 1.069E-02 1.110E-02 6.064E—04 7.566E—-04 1.395E-02
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Fig. 14. Comparison of displacements recorded by both cameras with uncertainty represented by overlaid shaded areas. In both cases the uncertainty is characterized as

et cam £ Ores.cam-

system was evaluated with a specially built phantom. Second, the
MIRO (top view) camera was replaced with an US probe and the
same experimental conditions as used for the dual camera cases were
repeated to collect displacement data simultaneously with VEO and US
for comparison.

For the applied settings of ultrasound system the pixel size is
0.025 mm, however, the observed resolution was lower. For ultrasound
systems, the image resolution depends on many factors like depths,
ultrasound wave frequency, type of imaging tissues etc. For that reason,
the determination of the functional resolution is not unequivocal [46].
The measured differences in the phantom diameter between diastole
and systole are minimal — around 0.2 mm. Therefore, besides the
spatial resolution, the system’s precision and accuracy for the measure-
ment conditions were determined. The system’s spatial resolution was
defined as a minimum distance between two points (lines) for which
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these points (lines) are still distinguishable. The accuracy is described
as the apparent diameter of a point object imaged by the system; that
is the Point Spread Function. Precision, on the other hand, defines the
scatter of the results [47,48]. For ultrasound imaging, the precision is
determined by measuring how exactly the moving point can be tracked
in the image. Using this definition, the accuracy describes the exactness
with which the absolute size or position of the object can be measured,
while the precision describes how exactly the displacement of the same
point can be measured.

To determine the ultrasound system’s resolution, accuracy, and
precision, a wire-based phantom was developed. This consists of a
fluorocarbon monofilament fishline (0.1 mm diameter) used to create
the physical line and LEGO bricks to create the frame. LEGO bricks are a
common material for creating phantoms for the purpose of calibrating
and investigating ultrasound systems [49,50]. The phantom has been
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constructed so that the two lines intersect. The position and angle
Table 3

of one line can be changed relative to another. This allows precise
adjustment of the distance between the lines. All measurements were
performed on ultrasound images recorded under the same measurement
conditions as the experiments. For measuring distances the ultrasound
system’s built-in tools were used. The resolution was determined as
the minimal distance between two lines such that both fishlines are
independently visible in the ultrasound image. The measured resolution
was 0.4 mm. Accuracy was determined as the apparent diameter of the
fishline in an ultrasound image was measured. The accuracy defined
in such a way was 0.4 mm. To determine the precision, the minimal
observable shift distance between two positions of the same fishline
was measured. The measured distance was 0.03 mm.

While the fishline based measurements are useful to characterize
the US system, a direct comparison of measured displacements from
the phantom is more representative of how US would perform for the
application of interest. Fig. 15 shows the displacements measured by
US and by the side camera, VEO, for case B. It can be seen that the
magnitude of the displacement is almost the same for both devices.
Curves seem to overlap very well. Moreover, the measured US values
lie comfortably within the calculated camera’s uncertainty, indicating
that a US can be used to detect the displacements of a material with
high accuracy.

This is further corroborated by numerical data in Table 3 which
reports the average difference of point-wise, 4py,, cycle-average A¢y,,
diastolic, 4,;,,, and systolic, 4, displacements between the cameras
(VEO vs MIRO) or between the camera and ultrasound (VEO vs US).
The difference is computed as A = d|ygo — d[y where Y is
one of MIRO or US and 4 | denotes the displacement compared. For
Acw, Agiqs and Ay, the displacements are computed for each cycle
then the differences between synchronized cycles are averaged. The
averages includes all measurements across all pressure levels. In the
table one can see that the differences are small, on the order of 10% of
the measured values. The small magnitude of the differences is also
apparent in Figs. 14 and 15 where the measurements are generally
quite close. On average, both MIRO and US tend to produce larger
displacement values than VEO, thus it seems that the phantom deforms
more in the horizontal plane than in the vertical plane.

7. Discussion and conclusions
In this article we describe an experimental rig for carrying out pres-

sure, flow, camera and ultrasound measurements of a phantom model
of the left common carotid artery. We developed an in house control
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Numerical summary of averaged differences calculated between cameras (VEO vs.
MIRO) or camera and ultrasound (VEO vs. US). The first column, 4,,,, results from
a point-wise comparison, the second, 4cy,, results from comparison of cycle-average

displacements, and the final two columns result from comparison of the diastolic, 4,

dias>

and systolic, 4, displacements.
Comparison\Type Apy,, mm Acy, mm Ayigs» MM 4, mm
VEO vs. US —-0.0188 —-0.0139 —-0.0067 —-0.0124
VEO vs. MIRO -0.0113 —0.0010 —-0.0018 -0.0219

application in LabVIEW and described the post-processing algorithms
we employed to analyze the pressure, flow and image data resulting
from a series of experiments over physiological ranges of pressures. A
statistical analysis of measurement variability was carried out in order
to characterize the uncertainties about the data for subsequent com-
parison with numerical models. Some of the measured data will serve
as boundary conditions in the simulations, while the remaining data
will be compared with the simulation results. Further the results of this
analysis suggested that that the experiments were highly reproducible;
0,xp Was less than 3.1 mmHg, 0.023 L/min, and 0.012 mm for pressure,
flow and displacement respectively (see Table 2. The residual variation
0,05ig S€ems consistent with high frequency noise from uncontrollable
sources (environmental and equipment noise). Further, the deformation
of the phantom was confirmed to be similar in two orthogonal planes
by comparison of the displacements measured by cameras.

In addition to demonstrate the operational characteristics of the
experimental rig, we assessed the performance of an ultrasound system
for measuring the displacements of the phantom model of the artery. In
comparison with the camera derived data, the ultrasound derived dis-
placements exhibit good agreement (mean difference of 0.0113 mm),
although slightly more deviation on average between ultrasound and
camera than between the two cameras (see Table 3). The agreement
of ultrasound derived displacements with optically measured results
supports further use of ultrasound as a modality for characterizing
the displacement of arterial walls. The experimental phantom and
ultrasound measurement system have thus been confirmed to provide
a reproducible experimental model for generating data for developing
and testing new methods for non-invasive assessment of the common
carotid artery.
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